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Despite the fact that social networks are ubiquitous on the Internet, only few websites
exploit the potential of combining user communities and online marketplaces. Not many
platforms allow users to engage in a phenomenon called “group buying” — buyers joining
groups, or coalitions, to bundle their purchasing power towards sellers. We argue that this
may be due to a lack of face-to-face interaction on the Internet; often, users do not know
which other users to trust, which makes them suspicious of engaging in online business,
in particular if many unknown other parties are involved. This situation, however, can
be alleviated by leveraging the social networks of users: based on who a user knows and
is connected to, a trust metric — for example, the TrustWebRank metric developed by
us — can be computed to assess who else may be considered trustworthy to that user.
In this paper, we build a simple agent-based model of coalition formation among agents
in the setting of group buying in an electronic marketplace. In this model, agents use
their trust relationships in order to determine who to form coalitions with. We show
that this leads agents to experience high utility and that agents are able to learn who

is trustworthy and who is not, even when they have no initial knowledge about the
trustworthiness of other agents. This work may provide the foundation for a real-world
application of an online coalition formation platform for e-commerce built on a social
networking platform such as Facebook.

Keywords: Trust; social networks; coalition formation.

1. Introduction

One of the core features of the increasing ubiquity of the Internet is the fact that it
provides the opportunity to form spontaneous, location-independent communities in
different contexts. During the recent years, we have witnessed a boom of social net-
working websites such as MySpace, Facebook, and LinkedIn [5]. On such platforms,
users have the possibility to communicate with other users, share pictures, videos,
or links, and even organize themselves into groups. Such websites show increasing
popularity, their user bases grow day by day. However, despite the ubiquity of such
communities, only very few are used commercially, e.g. as marketplaces and for eco-
nomic purposes. Of course, there are many websites which allow buying and selling
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products and services online: for example, Amazon or Ebay. However, only few web-
sites exploit the potential of combining user communities and online marketplaces.
This is surprising, in particular given the fact that there have been, across many
cultures, time-proven traditions to bargain for prices and features of products and
services in the off-line world. In many cultures, it is common for buyers and sellers
to negotiate and bargain. Similarly, it is often common for buyers to join groups,
or coalitions, to bundle their purchasing power towards sellers. So far, however, all
this is not yet possible on the Internet. Usually, products or services are sold at the
price declared, with the features listed, and to one individual only.

The proliferation of a marketplace principle originating in China seems to have
the potential to change this. In Tuangou, several buyers form a coalition to negotiate
with a seller for a special price or special features of a product or service. Literally,
it translates to group buying, and it essentially is a process of coalition formation
among agents which seek to maximize their utility by finding and cooperating with
like-minded agents.

From an economic perspective, coalition formation may be a way to avoid hav-
ing to compromise for a trade-off between economies of scale and matching of
preferences. Economies of scale occur when mass production of standardized items
reduces the costs of producers. Matching of preferences is achieved through the
individual production of customized items for consumers. Clearly, there is a con-
flict between economies of scale and matching of preferences — this conflict leads to
the fact that the diversification of products is mostly producer-driven in the sense
that producers develop products that are then put on the market and evaluated by
consumers in the process of market selection. This feedback from consumers again
influences the diversification of products, i.e. it makes producers react by adjusting
their supply to the demand of the market. Effectively, this leads to some products
being eliminated from and others being introduced to the market.

Coalition formation among consumers provides another approach to influence
the diversification of products: if there are enough customers that join, they can
propose a product to the market that would suit their preferences. This would make
the process of diversification of products more consumer-driven than it is at the
moment. Of course, producers already rely on the efforts of market research to find
out about the preferences of consumers. In addition to that, the information they
can potentially receive through coalitions can serve them as another, inexpensive
source of information about the market that they are trying to address. This is
desirable both from the perspective of producers — as they better get to know the
preferences of buyers and they have the chance to interact with consumers who
might otherwise never buy from them — and from the perspective of consumers,
as they can influence sellers, let them know their preferences in a better way, and
if they are enough, bargain for discounts.

Thus, it appears that there are many arguments supporting that coalition for-
mation and Tuangou-inspired marketplaces may be beneficial for both buyers and
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sellers. Why they have not yet become very popular among Internet users may be
a question of trust : of course, it is straightforward to team up with communities of
users online, but how is it possible to know whether these users are trustworthy,
especially if money is involved? There is a history of attempts to scam users on
the Internet, which is why it is understandable that users feel uncomfortable when
dealing with strangers on the Internet [8]. By providing an infrastructure to reason
about trust in such a system, we can design a trust-based mechanism of coalition
formation. In our context [22, 23], trust is meant to be the expectancy of an agent
to be able to rely on some other agent having similar preferences and, at the same
time, to behave conforming to the rules for coalitions to successfully form. There
has been a body of work on “trust webs” [1, 6, 17], and, in particular, on the issue
whether and how trust between agents which do not know each other can be com-
puted [13, 16]. In [23], we established the TrustWebRank metric for measuring trust
in a social network and showed that it can be used as an alternative to established
methods of generating recommendations in recommender systems. In this paper,
one of our intentions is also to show that this metric — and possibly other related
metrics that allow agents to infer trust in a complex system — can also be applied
in a coalition formation context.

We introduce a very simple, basic model which is still far from reality in the sense
of modeling, for example, a real electronic marketplace. However, throughout the
paper, we will give our ideas of how to improve this model in the future and make
it more realistic. The point we would like to make with the model is to show the
basic applicability of metrics to compute trust in social networks in such a scenario
of coalition formation in electronic marketplaces. We will show that when users
take trust relationships into account during coalition formation on social networks,
they are able to team up with users that are trustworthy — even though they do
not yet know them, i.e. even if they are far away in the social network. This allows
users to leverage the advantages of Tuangou (better match of preferences or bet-
ter prices) without the disadvantages (uncertainty about who they are interacting
with).

This paper was inspired by ideas in [21] and is an extension of a paper presented
at the Fifth International Workshop on Emergent Intelligence on Networked Agents
(WEIN 2010) at the Ninth International Conference on Autonomous Agents and
Multiagent Systems (AAMAS 2010).

2. A Case Study: Store Mobs

In this section, we will shed light on a relatively recent and related phenomenon:
store mobs. Unfortunately, this phenomenon has not yet been discussed in scien-
tific literature, so all we can refer to are a number of articles in popular media.
Store mobs, according to a platform that organizes store mobs, StoreMob.com, are
“teams of people buying from a shop collectively to get a larger discount than if
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they shopped individually”.a This sounds very similar to the idea of team buying;
however, a store mob takes place in the physical world in a real store rather than
on a website in the virtual world on the Internet:

“Typically, the participants meet at the front of the targeted shop at a
designated time. The group will then enter the store together, and the
store mob organizer will talk to a staff member to explain the group would
like a large discount (or other form of incentive such as free gifts) for any
purchases they make then and there. The negotiations between the group
and the store will then continue from there. Usually a larger discount can
be achieved the greater the amount being spent, so big ticket purchases will
tend to command better savings than smaller purchases.” (StoreMob.com)

In other words, in a store mob, people organize themselves to show up at a
particular store in groups. The larger the group, the better for the store mob. One
of the participants of the store mob acts as an organizer who tries to negotiate some
form of benefit with the store (in the form of discounts or other compensation) on
behalf of the store mob participants. Usually, the organizer and the participants
have already agreed on what terms they would like to achieve when they are at the
store — for example, in a forum on the Internet. The leverage of the store mob
during the negotiations are the surprise that they cause among the store and the
number of participants. If the store agrees to a deal, the participants of the store
mob buy the goods that they wanted to purchase and receive some form of benefit;
if not, they all leave the store, possibly protesting in the process.

Of course, the participants have a benefit from such actions if the store enters a
compromise: they get products and services at a better price (such as a 10% discount
or “pay-for-one-take-two” offers) or with a free gift (such as a free USB mouse and
keyboard in addition to a laptop). They do, however, also have a cost: they need
to organize the store mob so that they can surprise the store. This requires effort
and time, in particular when the size of the store mob gets large. However, there
exist forums on the Internet which facilitate this process. Moreover, participants
face the possibility that the store is not willing to offer a deal. In this case, all the
participants of the store mob have to leave the store without exception, otherwise
they lose their credibility.

The reasons why a store would negotiate with a store mob are twofold: on
the one hand, it is natural to assume that a store would be willing to deal with
potentially many customers who all came to buy something at the same time —
they would lose business if they did not negotiate. Also, they may be able to make
an offer which, although it does not meet the request of the store mob completely,
still satisfies most of its participants. Such a compromise may make the customers
happy, and happy customers return to the store. On the other hand, the store mob

a“How a Store Mob Works”, retrieved from http://storemob.com/how-a-store-mob-works/ on
May 09, 2009.
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also puts the store under a form of social pressure: if there is a group of, say, 500
customersb that all show up at the same location at the same time, this will probably
frighten even very experienced store officials and create an unprecedented situation
for them. Rather than facing the protests of so many people (possibly even publicly
in the media or on the Internet) that would arise if they would briskly reject any
negotiation, most of them will probably choose to concede and at least make some
offer.

Nowadays, there exist platforms on the Internet which allow users to coor-
dinate store mobs, e.g. StoreMob.com. These evolved from websites such as
Mercata.com, LetsBuyIt.com, or MobShop.com that are all offline by now or have
changed their business models. A few years ago, these websites served as plat-
forms for more traditional team buying on the Internet in order to achieve volume
discounts.

However, several articlesc note that these websites never took off or went
bankrupt because in fact, they did not offer consumers more ways of influencing the
price or features of products and services: of course, such websites did bundle orders
and give discounts based on how many customers were interested in a product or
service. This apparently was part of a more sophisticated strategy: price discrimi-
nation, the sale of identical products or services from the same producer to different
consumer segments at different prices. In this way, such team buying websites were
merely used to attract customers who would otherwise not have bought particular
goods or services.

Store mobs seem to have more potential than just being an instrument for price
discrimination for sellers. This results from the fact that, in a store mob, buy-
ers organize themselves (rather than relying on a seller-sponsored website). This
gives buyers an edge during negotiation and makes store mobs so successful —
in particular, in cultures where haggling has a century-old tradition, such as
China.

3. Related Work

In the context of multi-agent systems, research on coalition formation among agents
mostly focuses on coalitions as a means for distributed problem-solving rather than
on the interactions between a seller and a group of buyers; the bulk of the literature
mostly takes a game-theoretic approach and its perspective is on the “stability,
fairness and payoff distribution” of coalitions of agents [20]. Coalition formation in
an economic sense — i.e. group buying or buying clubs — has received by far less
attention. In the following sections, we will give an overview of the literature on
coalition formation among agents in electronic markets.

bSee “Chinese consumer power: shop affronts” in the June 29th 2006 issue of The Economist
(Volume 380, Number 8484, Page 6).
c“Does Group-Shopping Work?”, Slate.com, July 26, 2000, and “When Teaming Up To Buy Pays
Off”, Money.com, June 1, 2000, both retrieved on May 09, 2009.
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Overall, the core motivation seems to be the “more buyers, lower cost” principle
which makes possible volume discounts the motivating incentive for both buyers and
sellers being willing to deal with coalitions: greater volumes will lead to lower cost,
and thus higher utility. The argument that coalition formation could also be used
by buyers to achieve a critical mass when demanding custom features from sellers
is only seldomly mentioned. [20] reports on “coalition formation as a means to for-
mation of groups of customers coming together to procure products at a volume
discount.” They provide an incentive analysis for the formation of buying clubs,
looking at the scenario both from the perspective of customers and suppliers. They
establish utility functions for both buyers and sellers and, based on these, character-
ize the conditions which have to be met for both of them to engage in buying clubs.
Additionally, [20] provides an overview of possible models which could be used
to implement such coalition formation processes and they discuss their respective
properties. [24] subsequently proposes a coalition formation scheme that essentially
consists of a matching process between buyers and sellers based on the preferences
of buyers and the prices offered by sellers. [24] formally analyzes their scheme and
verify their findings with computer simulations. They claim that, because of the
fact that their scheme is stable and efficient, it may be better suited for buying clubs
online than existing systems. In particular, their approach is much more scalable
than many of the existing, game-theoretic approaches — a necessary property for
systems with potentially very many users on the Internet. [7] extends the concept
of team buying to also account for “bundle search”. Bundle search occurs when a
set of products is to be purchased as a bundle — such as, for example, a computer
together with a monitor. [7] proposes coalitions as a means of improving “bundle
search” and design a distributed mechanism for doing so. Further, [19] discusses
the impact of coalition formation on search cost. They argue that coalitions enable
agents to share the cost of searching for a particular product: on the one hand, the
search cost is split among many agents and on the other hand, the search horizon is
widened the more agents are in the coalition. [19] argues that this could be another
motivating incentive for agents to form coalitions.

A great share of the literature on coalition formation focuses on the design of
effective mechanisms for coalition formation [3, 9–11, 14, 15, 18]. Some issues that
have received attention in this context are:

• the fact that mechanisms have to be designed in such a way that they are efficient,
yet agents have incentives to participate in coalitions [15];

• the fact that agents may not all have the same, common knowledge that often is
assumed in coalition formation mechanisms and that this can drastically change
their behavior and/or the properties of a coalition formation mechanism [11];

• the possibility that it is essential for agents to know who they form coalitions with
and that agents use their trust relationships in order to determine who potential
candidates to form a coalition with could be [3].

For a further overview of the literature please also [12].
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4. A Simple Model

Suppose we have a system of agents which can purchase products and services in
coalitions. Each agent i has one profile πi of Nπ different profiles that reflects its
preferences.

Coalitions c are initiated by an initiator agent j; the initiator determines the
profile πc of the coalition, i.e. πc = πj . The intuition is that the initiator agent is an
agent which — on behalf of all the other buyers in a coalition — acts as a mediator
between the coalition and the seller, thus doing the bargaining for price and/or
features. Let Nc denote the number of coalitions and |c| the number of agents that
have joined a particular coalition.

Agents i perceive a utility from joining a coalition, depending on whether the
coalition has the same profile as they do or not. The objective of agents is to adjust
their behavior of initiating or joining coalitions in such a way that their utility is
maximized. To do so, they have to enter coalitions with like-profiled other agents
as often as possible. We will start with a simple model, letting the utility function
of an agent at time t be defined as

uic(t) =

{
1 if πi = πc

0 otherwise.
(1)

At a later time, it would be possible to (i) define profiles in such a way that it
is possible to define a distance between any two profiles and to (ii) introduce a
threshold on the size of coalitions, denoted Nthr, for them to be successful. These
extensions would make the model more realistic.

If the distance between two profiles πi and πc is defined by a function ∆(πi, πc) ∈
[0, 1], where a value of zero signifies identical profiles and a value of one signifies
opposite profiles, the utility function could be defined as

uic(t) = 1 − ∆(πi, πc). (2)

As there can be more similar and less similar profiles, this may potentially lead to
heterogeneous coalitions if there is a lack of options for agents. Furthermore, let
us consider another constraint: if not at least Nthr agents have joined a particular
coalition, the coalition fails and none of the agents perceives a utility. Combining
all these extensions, the utility function could then be defined as

uic(t) =

{
1 − ∆(πi, πc) if |c| ≥ Nthr

0 otherwise.
(3)

This would mimic the situation that, in reality, there needs to be a certain number
of agents in a coalition for the buyers’ bargaining to pay off and for the sellers to
be willing to bargain at all. If |c| < Nthr, agents will only join a coalition if they are
confident that the initiator will eventually be able to motivate at least Nthr agents.
For the moment, we will, however, stay with the case of Eq. (1).
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In order to be able to compare the utilities across all agents at different time
steps t, we define the performance of the system Φ as

Φ(t) =
1
n

∑
i

uic(t), (4)

where n is the number of agents.
Obviously, if agents do not have any knowledge about other agents, they do not

know which coalitions to join. In this case, all they can do is to choose randomly
among all coalitions. If there are Nπ profiles in the system, the probability of joining
a coalition that is of the same profile as of the joining agent is 1

Nπ
. In all other

cases, the joining agent is joining a coalition of a different profile, leading to it not
experiencing the optimal utility.

Of course, it would be possible for an agent i to remember, for each other agent
j, whether this agent had the same profile or not. However, we assume that —
to model a real system — this is not possible since there are too many agents to
remember the profile of each one and since profiles of agents may change over time
(and in this way, information may become outdated).

Furthermore, remembering the profiles of all other agents also does not solve
the problem: if the system is large, most agents will not be able to interact with
all possible partners, and thus only know the profiles of a small number of other
agents. From that knowledge, they cannot deduce the profiles of the other agents
that they do not yet know. In other words, even though an agent knows the profile
of some coalitions, it does not know the profile of many coalitions and thus it is not
able to select an optimal one.

All this changes if there is a way for agents to select the coalition they join
based on the level of trust that they have in the initiator of the coalition. If this
is the case, agents can distinguish between initiators and thus between coalitions
which are like-minded and those that are not. Even if, initially, the level of trust
between agents is not known, agents can dynamically learn what trust they should
have in neighbors. In other words, subsequent to a phase of learning, they will be
able to tell which agents are trustworthy and which ones are not. Since trust in
the system evolves dynamically, the system is robust also with respect to changing
profiles among agents.

Let the system of agents embedded in a social network be defined by a graph.
The graph is associated to an adjacency matrix A in which Aij = 1 if two agents
i and j are neighbors and Aij = 0 otherwise. Each agent i keeps track of its trust
relationships to its neighbors j. These are reflected in the matrix of direct trust
T with entries Tij ∈ [0, 1]. A value of Tij = 1 signifies full trust of agent i in
agent j, a value of Tij = 0 signifies no trust of agent i in agent j. It may happen
that an agent has a neighbor that it does not trust, i.e. Aij = 1 and Tij = 0.
However, Tij �= 0 only if Aij = 1, i.e. the matrix T expresses trust only between
neighbors.
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The number of neighbors of an agent is referred to as its degree. The average
number of neighbors across all agents is referred to as the average degree d of agents.

In order to compute the indirect trust T̃ between agents which are not neighbors,
we can apply the TrustWebRank metric. In analogy to PageRank, this metric is
inspired by the concept of feedback centrality which assigns a centrality score to
the nodes of a network based on the scores of the node’s neighbors: in a trust
context, the higher (or lower) the trustworthiness of a node’s neighbors, the higher
(or lower) this node’s own trustworthiness [23]. Unlike PageRank, TrustWebRank
is personalized, i.e. it determines “how trustworthy agent i is from the perspective
of agent j” [23]; the trustworthiness of an agent is not a global value:

T̃ij = Sij + β
∑

k∈Ni

SikT̃kj ∀ i, j, (5)

where Ni is the set of neighbors of agent i, β ∈ [0, 1) is a dampening factor (we
choose β = 0.8, see [23]), and Sij is the normalised representation of Tij , Sij =

TijP
k∈Ni

Tik
.

This implies that we are able to determine the direct trust between agents that
are neighbors and the indirect trust between those which are not neighbors. This
knowledge could be used by agents in order to determine which coalition they should
join: since the profile of a coalition is determined by the initiator, agents should
choose coalitions which have a trustworthy initiator. If there are no such coalitions,
they should initiate their own coalition.

This suggests that it would be possible that any agent simply forms their own
coalition, regardless of what other agents do and which coalitions already exist.
In real life, this would not happen because an initiator usually has more duty
(negotiation and bargaining) and responsibility (acting as the interface between
buyers and sellers), and thus there also is a cost to being an initiator. Additionally,
coalitions may fail if there are not enough members, leading to a utility of 0. We
will incorporate these aspects in a future version of the model.

Thus, we have two approaches: agents choosing their coalitions at random, or
choosing their coalitions based on the level of trust to initiators.

4.1. Random choice of coalitions

When agents choose their coalitions at random, they follow the decision tree in
Fig. 1 to determine their behavior at each time t.

According to this structure, at each time t, agents proceed in several rounds r

until each of the agents has either initiated a coalition or chosen one to join.
As long as they have not yet initiated or joined a coalition, during each round,

agents decide whether they should immediately act or wait until the next round.
This decision is stochastic, where the probability to wait follows an exponential
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Fig. 1. Decision tree: random choice of coalitions.

decay function with

P (wait) = exp(−(1 − δ)r), P (act) = 1 − P (wait), (6)

where r = 1, 2, 3, . . . is the current round and δ ∈ [0, 1] is a parameter controlling
the exponential decay function. We use δ = 0.8. Eventually, as r is increasing,
P (wait) will get close to zero and P (act) close to one. Thus, at some point, it is
very likely that all agents will have acted. The purpose of this step is that agents
do not all choose their coalitions at once and that they do so in random order.

Once an agent has decided not to wait any more, but to act, it makes a choice
to either initiate a coalition or to join any of the coalitions at random. This choice
is stochastic, with the probabilities of initiating or joining being

P (initiate) = 1 − ε, P (join) = ε, (7)

where ε ∈ [0, 1] is a parameter. Of course, if there is no coalition yet, an agent has
no choice but to initiate one, as there is none to join.

Of course, a random choice of coalitions is not a smart strategy for agents to
follow. However, if an agent has no information about other agents, this is the only
strategy that it can follow. The random choice of coalitions is a benchmark for
evaluating other, more sophisticated strategies.

4.2. Trust-based choice of coalitions

When agents choose their coalitions based on the trust that they have in them,
they follow the decision tree in Fig. 2 to determine their behavior at each time t.

Again, agents proceed in rounds r and potentially wait some time until they
act — at some later time, there may be more coalitions with agents that are trust-
worthy as initiators. Once an agent has decided not to wait any more, but to act,
it tries to find out whether there are any trustworthy coalitions or not. If there are
some, it will select one of them at random. We could extend this model at a later
time by changing this behavior and introducing some form of preferential selec-
tion in the sense that agents select among trustworthy coalitions with probabilities
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Fig. 2. Decision tree: trust-based choice of coalitions.

weighted according to:

• the trust that they have in the initiator;
• the trust that they have into all the other participants of a coalition;
• the number of neighbors among the other participants of a coalition;
• the number of participants of a coalition in case of a threshold of required agents

for a coalition not to fail.

If an agent does not see any trustworthy coalitions, this can have two reasons:
either (i) there really are none, or (ii) the agent has not yet developed trust to the
initiator. Agents cannot distinguish between these two cases — this represents an
exploration–exploitation dilemma. If agents would try two, three coalitions and then
stick to the one that they did best with or initiate their own coalition all the time
(this would be exploitation only), they risk not seeing better options, potentially
leading them to not optimal performance. Equally, if agents would continuously try
out different coalitions (this would be exploration only), they would probably do
well sometimes and find good coalitions, but also do badly at other times, leading
them to not optimal performance overall, too. The optimum lies in a trade-off
between exploration and exploitation.

In this context, exploration would be to choose a coalition at random and
exploitation would be to initiate a coalition by themselves — which is known to
lead to good performance. Note that this choice is — by the decision tree that
agents follow — only made when there are no other trustworthy coalitions which
would otherwise be the choice for exploitation.

The current version of the model can, in this regards, be improved. If, for exam-
ple, there were a cost for agents to initiate a coalition or the utility of a coalition
grew proportionally to its size (the sequence of arguments is the following: the more
agents, the better the bargain, the higher the utility), initiating a coalition would
not necessarily be a better choice than choosing at random. We plan to incorporate
these aspects into a future version of the model.
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It is possible to achieve a trade-off between exploration and exploitation by
making a stochastic choice in which

P (initiate) = 1 − ε, P (choose at random) = ε, (8)

where ε ∈ [0, 1] fulfils a similar function as in Eq. (7). In this way, agents explore
their options, but also exploit ones which they know to lead to good performance.
Once an agent has, during round r at time t, chosen to initiate or join a coalition,
it waits until all other agents have made their choice.

5. Trust Dynamics

Assuming matrices T and T̃ reflecting the direct and indirect trust (and in that
sense, the like-mindedness of agents in terms of profiles) between agents to be given,
it is trivial to see that this approach will lead to agents that have trust in each
other to form coalitions. This will be illustrated further on when we analytically
approximate the behavior of the system and when we illustrate it by means of
computer simulations. However, it is not trivial to see that by introducing trust
dynamics, it is possible for agents to learn which other agents to trust as initiators
of coalitions.

Suppose that an agent has participated in a coalition and is able to commu-
nicate with its co-participants. Based on its own utility and the utility that its
co-participants report to perceive, the agent is able to update its trust to its neigh-
bors (not everyone in the population) as follows:

Tij(t + 1) =

{
Tij(t) if uic(t) = ujc(t) = 0;

γTij(t) + (1 − γ)(1 − |uic(t) − ujc(t)|) otherwise,
(9)

where γ is a parameter controlling the memory size of agents. Note that these trust
dynamics are, in a sense, very similar to the ones in [23]; following this reference,
we choose γ = 0.8. The idea of this approach is that agents develop local knowledge
about which of their neighbors are trustworthy or not. By applying the TrustWeb-
Rank metric and computing T̃ from T , they can compute how trust propagates in
the social network and apply this knowledge globally in order to find trustworthy
initiators.

At the moment, in this very simple, basic model, trust between two agents is thus
based on how similar their profiles are. In future versions of the model, more aspects
than just profile similarity may be incorporated — for example, what an agent
thinks of another agent’s bargaining skills, to what extent an agent contributed to
the success of a coalition, whether an agent paid or delivered on time, and many
more.
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6. Analysis of the Model

In this section, we will derive a characterization of the behavior of our model by a
mean-field approximation. On the one hand, we will compute analytical approxi-
mations for the performance of agents when choosing coalitions at random, without
being able to take trust relationships in their social network into account. On the
other hand, we will show that, by first, using trust to identify coalitions to join and
by second, exchanging feedback about the utility perceived in particular coalitions
with neighbors, performance of agents approaches the optimum.

Suppose that agents choose their coalitions at random, following the procedure
described in Sec. 4.1 when they do not yet have any information about who is
trustworthy and who is not. When following this procedure, each agent initiates a
coalition with probability 1−ε and it joins a random coalition with probability ε —
during which round an agent makes it decision does not affect these probabilities.
When an agent initiates a coalition, its own profile is guaranteed to match the
profile of the coalition, hence its utility will be one. When an agent joins a random
coalition, only 1

Nπ
of the coalitions will have the same profile, i.e. its utility will be

zero except in these (few) cases. Thus, the expected utility of an agent i at time t,
denoted by ui := E(uic(t)), can be expressed as

ui = (1 − ε)1 + ε
1

Nπ
. (10)

Since ui is the same for all agents, and the performance of the system Φ(t) is defined
as the average of all utilities uic(t) of all agents at time t, the expected performance
of the system Φ := E(Φ(t)) = ui = (1 − ε)1 + ε 1

Nπ
. For example, given ε = 0.8

and Nπ = 2, Φ = 0.6. Note that, if agents do not yet know who is trustworthy,
they follow this behavior — hence, this can also be seen as an approximation of the
baseline performance of the trust-based approach!

Now suppose that agents choose their coalitions based on the trust they have in
them (i.e., in initiators, respectively), following the procedure described in Sec. 4.2.
It is clear from the decision tree that, once agents know who is trustworthy, they
join coalitions with trustworthy initiators if they can do so. Hence, what we need
to show is that agents learn, through the trust dynamics, which of their neighbors
are trustworthy and which ones are not. We already showed in [23] that, given a
direct trust matrix, the TrustWebRank metric allows agents to reliably compute
an indirect trust matrix.

Thus, we need to show that the trust dynamics of Eq. (9) converge to a state
in which two agents i, j of the same profile trust each other and agents of different
profiles do not trust each other; this leads to the following three cases:

Case 1: If two agents i, j join the same coalition c and both experience a positive
utility (uic(t) = ujc(t) = 1, i.e. both have the same profile), the trust between them
evolves as follows:

Tij(t + 1) = γTij(t) + (1 − γ)(1 − |uic(t) − ujc(t)|). (11)
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We need to show that this sequence converges to 1, i.e. that given uic(t) =
ujc(t) = 1,

lim
t→∞


γTij(t) + (1 − γ)(1 − |uic(t) − ujc(t)|︸ ︷︷ ︸

1−1=0

)


 = 1. (12)

Let at := Tij(t)− 1, so Tij(t) = at + 1 and Tij(t + 1) = at+1 + 1. We can substitute
this into Eq. (11) and derive a recursion for at:

at+1 + 1 = γ(at + 1) + (1 − γ)1 = γat + 1, i.e. (13)

at+1 = γat. (14)

Therefore, at = γat−1. Substituting this in Eq. (14), we get: at+1 = γ2at−1 =
γ3at−2 = · · · and so we derive an explicit expression for at:

at+1 = γt+1a0, or, for at : at = γta0. (15)

Resubstituting at = Tij(t) − 1, we get

Tij(t) = γt(Tij(0) − 1) + 1. (16)

From this, since γ ∈ (0, 1) and therefore limt→∞ γt = 0, it is clear that for t → ∞,
limt→∞ Tij(t) = 0 + 1 = 1, independent of the value of Tij(0) ∈ [0, 1]. This shows
that the trust between two agents i, j that have the same profile converges to one.

Case 2: If two agents i, j join the same coalition and both experience a negative
utility (i.e. both have a different profile as the initiator, but not necessarily the same
one), the trust between them does not change. This is appropriate, as they may,
but do not have to have different profiles. None of the agents is able to determine
whether it should increase or decrease its trust to the neighbor, hence they do not
do anything.

Case 3: If two agents i, j join the same coalition and one of them experiences a
positive, and the other one a negative utility (uic(t) �= ujc(t), i.e. both have different
profiles), the trust between them evolves as follows:

Tij(t + 1) = γTij(t) + (1 − γ)(1 − |uic(t) − ujc(t)|). (17)

We need to show that this sequence converges to 0, i.e. that given uic(t) �= ujc(t),

lim
t→∞


γTij(t) + (1 − γ)(1 − |uic(t) − ujc(t)|︸ ︷︷ ︸

|0−1|=1 or |1−0|=1

)


 = 0. (18)

Let bt := Tij(t). Then Eq. (17) gives us a recursion for bt:

bt+1 = γbt. (19)
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Therefore, bt = γbt−1. Substituting this in Eq. (19), we get: bt+1 = γ2bt−1 =
γ3bt−2 = . . . , and so we derive an explicit expression for bt:

bt+1 = γt+1b0, i.e. for bt : bt = γtb0. (20)

Resubstituting bt = Tij(t), we get

Tij(t) = γt(Tij(0)). (21)

From this, since γ ∈ (0, 1) and therefore limt→∞ γt = 0, it is clear that for t → ∞,
limt→∞ Tij(t) = 0, independent of the value of Tij(0) ∈ [0, 1]. This shows that the
trust between two agents i, j that have a different profile converges to zero.

Thus, we have shown that the trust dynamics lead to trust between agents of
the same profile and no trust between agents of different profiles.

Now suppose that agents initially do not have any knowledge about who to trust
and who not to trust, i.e. Tij(0) = 0 ∀ i, j. Then, during the initial stages, agents
will not find any trustworthy coalitions (as they do not trust anyone), but rather
either initiate a coalition or join a coalition at random, just as if they did not base
their decisions on trust at all. During this phase, agents do, however, gradually learn
which of the neighbors are trustworthy. At later stages, agents will then know who
is trustworthy and almost only join coalitions with trustworthy initiators, leading to
an expected utility of ui ≈ 1 for almost all agents, which again implies an expected
performance of the system Φ ≈ 1.

7. Simulations

The simulations we carried out were done on an agent population of 500 agents.
The agents are connected in a random graph [2, 4]. Initially, Tij = 0 ∀ i, j, i.e. the
agents have to learn who to trust; we chose γ = 0.8 for the trust dynamics (based
on [23]). We varied the average degree d of each agent, as well as the number of
profiles Nπ in the system. The figures illustrate the system behavior over 300 steps;
all results were averaged over 100 runs.

Figure 3 illustrates the proportion of agents that choose coalitions at random,
initiate coalitions, and that choose coalitions based on trust over time. In one plot,
the average degree of agents is fixed, d = 30, but the number of profiles is vari-
able, Nπ ∈ {2, 4, 6}; in the other plot, the average degree of agents is variable,
d ∈ {10, 20, 30}, but the number of profiles is fixed Nπ = 2. We can see that in
both cases, the proportion of agents that choose coalitions based on trust increases
rapidly over time; at the same time, both the proportion of agents that initiates
coalitions and the proportion of agents that chooses coalitions at random decreases.
For an increasing number of profiles (with a fixed average degree of agents), this
process takes place more slowly. In other words, the more profiles, the more difficult
it is for agents to learn who is trustworthy, and the slower the learning process takes
place. For an increasing average degree of agents (with a fixed number of profiles),
this process takes place more quickly. In other words, the the greater the average
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Fig. 3. (Color online) Coalition behavior over time, t = 1, . . . , 50, for a fixed average degree of
agents but variable number of profiles (left, solid lines Nπ = 2, dotted lines Nπ = 4, dashed
lines Nπ = 6) and for a variable average degree of agents, but a fixed number of profiles (right,
solid lines d = 10, dotted lines d = 20, dashed lines d = 30). The plots show the proportion
of agents that choose coalitions at random (red, t = 0-intersect at 0.8 and curves decreasing),
initiate coalitions (green, t = 0-intersect at 0.2), and that choose coalitions based on trust (blue,
t = 0-intersect at 0 and curves increasing).

degree of agents, the more likely it is that agents have a trustworthy neighbor of
the same profile among their neighbors, and thus the faster they find these neigh-
bors. Thus, we can see that, initially, agents join a lot of coalitions at random (or
they initiate them) because they are not able to distinguish between “good” ones
and “bad” ones. After some time, however, agents have learnt who to trust and
they convert that knowledge into decisions of who to join; subsequently, they join
coalitions based on trust.

Figure 4 illustrates the process of coalition formation at different time steps t.
The nodes correspond to agents, the links indicate which initiator a particular
agent joins in a coalition. In order for the process of coalition formation to be
visualisable, we consider only 50 agents with two profiles, represented in blue and
red color, respectively.

Figure 4(a) illustrates the case in which agents have not yet built trust relation-
ships and thus choose randomly. It can be seen that several coalitions of various sizes
emerge. Since agents choose randomly (they do not yet know who they can trust),
they also do not form coalitions with like-profiled other agents. This also implies
that the performance of the system will not be anywhere close to one as there will
be many agents who have, from their perspective, joined the wrong coalition.

Next, Fig. 4(b) illustrates the case in which the agents are still learning, but
have built trust to some agents. Agents mostly form coalitions with initiators that
they know to be trustworthy, but in some cases, they also still choose randomly.

Finally, Fig. 4(c) illustrates the case in which agents have built trust relation-
ships. Agents only form coalitions with initiators that they know to be trustworthy.
As there are only two profiles, two giant coalitions, one for each profile, emerge.
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(a) (b) (c)

Fig. 4. (Color online) Different stages of the coalition formation process following the trust-based
approach at t = tbeginning (a), t = tintermediate (b), and t = tequilibrium (c).
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Fig. 5. Trust between agents of the same profile over time, for a variable average degree of agents,
but a fixed number of profiles.

Note, however, that this need not necessarily be the case and that it would also be
possible that several smaller coalitions emerge, but they all would be dominated by
agents of a particular profile. This also implies that the performance of the system
will be one as all agents have, from their perspective, joined the right coalition.

Figure 5 illustrates the trust between agents of the same profile over time: the
average degree of agents is variable, d ∈ [0, 50], and the number of profiles is fixed,
Nπ = 2. Also here the average trust between agents of the same profile converges
to 1 for almost all d. However, there are some d for which this only takes place very
slowly. Given a low average degree of agents, many agents are not connected to any
other agents of their profile. In that way, they cannot build trust to anyone, and thus
they are forced to choose their coalitions at random. Above a particular threshold
(d ≈ 5 for Nπ = 2), agents have enough neighbors such that at least one of them
has the same profile. In another case (not pictured), the average degree of agents is
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fixed, d = 30, and the number of profiles is variable, Nπ ∈ {2, 3, 4, 5, 6, 7, 8, 9, 10}.
The average trust between agents of the same profile converges to 1 for all Nπ.
For smaller Nπ, this process takes much faster than for larger Nπ. However, for all
numbers of profiles, agents develop trust to other agents that have the same profile.
Furthermore (this cannot be seen from the figure), agents of opposite profiles do
not develop trust between each other.

Figure 6 illustrates the trust between agents of the same profile as a function
of the number of profiles and average degree of agents at t = 25 and t = 150.
Trust develops slowly compared to the model discussed in [23] because there are
much less interactions with neighbors at each step t which can be used for feedback
for the trust dynamics. Trust develops most quickly the smaller the number of
profiles and the larger the average degree of agents. There is a threshold for d which
depends on Nπ and above which agents develop trust to other agents of the same
profile.

Finally, Fig. 7 then shifts our focus to performance and illustrates the perfor-
mance over time: the average degree of agents is fixed, d = 30, and the number of
profiles is variable, Nπ ∈ {2, 3, 4, 5, 6, 7, 8, 9, 10}. The performance converges to 1
for all Nπ. For smaller Nπ, this process takes much faster than for larger Nπ. In
another case (not pictured), the average degree of agents is variable, d ∈ [0, 50], and
the number of profiles is fixed, Nπ = 2. Also here the performance converges to 1
for almost all d. However, there are some d for which this is not the case. Given a
low average degree of agents, many agents are not connected to any other agents
of their profile. In that way, they cannot build trust to anyone, and thus they are
forced to choose their coalitions at random, which leads the system performance
not to converge to 1. Above a particular threshold (d ≈ 5 for Nπ = 2), agents
have enough neighbors such that at least one of them has the same profile, and as
soon as this threshold is reached, the performance of the system converges to 1.
The similarity to Fig. 5 is due to the fact that agents who have developed trust to
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Fig. 6. Trust between agents of the same profile as a function of the number of profiles and the
average degree of agents at various times t.
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Fig. 7. Performance over time, for a fixed average degree of agents but variable number of profiles.

other agents of the same profile choose to join coalitions of initiators with the same
profile; thus, these agents perceive high utility which leads to high performance.

8. Discussion and Conclusion

We applied the TrustWebRank metric to a scenario of coalition formation and built
a simple model in which agents use their trust relationships in order to determine
who to form coalitions with. We showed that — also in this scenario — this leads
agents to good performance and that agents are even able to learn who is trust-
worthy and who is not given that they do not have any initial knowledge about the
trustworthiness of other agents.

This shows, with a simple model, that it may, in fact, be possible to solve the
problem of assessing the trustworthiness of strangers that one would eventually
run into when combining user communities and on-line marketplaces. While such
models of “trust webs” [1, 6, 17] have mostly been applied in different scenarios,
such as recommender systems, their possible areas of application are very vast.

Some extensions to this model could involve changing the utility function:
Thresholds for coalition success and failure. It is unrealistic to assume that even

small coalitions of buyers are able to negotiate with sellers. Therefore, there could
be a threshold on the number of agents in a coalition which determines the success
of a coalition. If agents join a failing coalition, they do not have any utility from
that coalition.

Continuous profiles. At the moment, profiles are discrete — i.e., if two agents
are of the same profile, their preferences match in every aspect. We could introduce
continuous profiles and thus the possibility that two profiles have partial overlap.
Depending on how much two profiles overlap, the distance between them varies.

Nonetheless, we showed that when users take trust relationships into account
during coalition formation on social networks, they are able to team up with users
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that are trustworthy — even though they do not yet know them, i.e. even if they are
far away in the social network. This allows users to leverage the advantages of group
buying (better match of preferences or better prices) without the disadvantages
(uncertainty about who they are interacting with).
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