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Abstract
Relational event models are becoming increasingly popular in modeling temporal dynamics of social
networks. Due to their nature of combining survival analysis with network model terms, standard methods
of assessingmodel fit are not suitable to determine if themodels are specified su�iciently to prevent biased
estimates. This paper tackles this problem by presenting a simple procedure for model-based simulations
of relational events. Predictions are made based on survival probabilities and can be used to simulate new
event sequences. Comparing these simulated event sequences to the original event sequence allows for in
depth model comparisons (including parameter as well as model specifications) and testing of whether the
model can replicate network characteristics su�iciently to allow for unbiased estimates.

Keywords: dynamic network, goodness of fit, prediction, relational event model

1 Introduction
Dynamic networks—networks that evolve over time—can be analyzed using relational event
models (REMs). First presented by Butts (2008), these models examine how sequences of
relational events progress through time. Each of these events represents an edge (or tie) forming
in a network at a distinct point in time. This flexible and dynamic form of network inference can
be used to examine how actors behave in changing network settings. Examples of event networks
include email communications (DuBois, Butts, and Smyth 2013), parliamentarians bargaining
over new regulations (Desmarais et al. 2015; Brandenberger 2018b), patient transfers between
hospitals (Kitts et al. 2016), or individuals interacting online (Welbers and de Nooy 2014; Quintane
et al. 2014). The additional information regarding the timing of events allows for a more precise
estimation of popular network e�ects such as popularity, triadic closure or homophily e�ects.
Inference on how networks evolve over time can be gained from combining network e�ects with
statistical models from survival analysis, such as stratified Cox models which can be estimated
through conditional logistic regressions (Andersen and Gill 1982).
However, estimated parameters of these models may su�er from a form of omitted variable

bias if the endogenous dependencies are not specified correctly and/or su�iciently, resulting in
a misspecification of the joint likelihood of the model (Butts 2008, 168). In other words, if the
endogenous properties of the event sequences are poorly captured by the model terms, the
estimated e�ects on event occurrence are unreliable. Standard approaches to detecting omitted
variable bias in survival models, such as information criteria or precision-recall (PR) curves,
fail to detect shortcomings in the network specifications and cannot give guidance as to which
endogenous terms should be included to improve fit.

Author’s note: The author would like to thank Philip Leifeld for helpful comments and conversations aswell as participants
of the conference panel ‘Modeling Network Dynamics II: Time-stamped Network Data’ at the Third European Conference
on Social Networks in Mainz (September, 2017) for helpful questions and comments. The author would also like to thank
two anonymous reviewers and the editor for their valuable comments. LB carried out parts of this research while at the
Swiss Federal Institute of Aquatic Science and Technology (Eawag).
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This paper addresses these shortcomings and presents a simple approach to predicting
relational events as well as goodness of fit measures to evaluate the choice of su�icient
statistics for REMs. Predictions are based on survivor probabilities and are calculated frommodel
parameters and endogenous network statistics. New events are chosen from a set of potential
events—or risk set—based on their survivor probabilities. Events with lower survivor probability
have a lower chance of surviving the present event and are more likely to occur. A�er one or
more events are chosen to occur at a distinct point in the event sequence, subsequent events
are predicted in the same manner—however, their endogenous network statistics change due
to the newly chosen previous events. These newly simulated sequences can then be used to
compare di�erent models and their predictive power as well as check if network dynamics are
captured satisfactorily. Furthermore, the approach can be used to examine shortcomings in the
specification of the endogenous network statistics. By comparing network characteristics of the
simulated sequences with the original event sequence the approach can show which network
characteristics are captured well by the simulation and which are lacking. The REM can then
be complemented with additional endogenous network terms to achieve a better fit and model
network dependencies in the event sequence more adequately.
The paper starts o�with a short introduction to REMs. A�er the discussion about shortcomings

of conventional goodness of fit tools for these statistical models, the new prediction procedure
for REMs is presented. A simulation is used to verify the validity of the new prediction procedure.
A�erward, the prediction procedure is applied to a REM on a political debate (Leifeld 2016; Leifeld
and Brandenberger 2019) and three distinct goodness of fit tests are presented.

2 Predicting Relational Events Using Survivor Probabilities
2.1 Relational event models: an overview

Relational event models build on survival analysis and use network dependencies in event
sequences to estimate which factor expedite event occurrence. A sequence of events represent
micro-steps in a dynamic network and consist of a sender node, a target node and exact or
ordinal timing. REMs are used to estimate the e�ect of past network events on future eventswhilst
controlling for exogenous factors. Since all network changes in the model are reflected in the
event sequence, these events can be considered conditionally independent of one another and
can therefore be analyzed using conventional regression models (Butts 2008; Lerner et al. 2013).
The general idea behind REMs is that event occurrence is modeled using a piecewise constant

hazard model (Butts 2008). The likelihood that an event or a number of events n i j (t ) take place
on a dyad (i ; j ) within the time interval t is given by the hazard rate �i j (t ). The hazard rate is then
multipliedby the survival functionexp(−�i j (t )),whichcapturesall events that couldhaveoccurred
at time t yet did not (see Butts 2008, 161–3 and Lerner et al. 2013, 18–9):

p(n i j (t )) =
�i j (t )n i j (t ) exp

�
−�i j (t )

�

n i j (t )!
: (1)

The probability density of the event sequence multiplies the likelihood over all dyads and all
time intervals t� to tN .

f�
�
E ; ��

�
=

tNY
t=t�

*.
,

Y
i j ∈Dact (t )

�i j (t )n i j (t )

n i j (t )!
+/
-
exp *.

,
−

X
i j ∈D

�i j (t )
+/
-

; (2)

where Dact (t ) represents all dyads in which at least one event occurred over the entire event
sequence andD represents all possible events that could have potentially occurred (Lerner et al.
2013, 18–9). For a more detailed derivation and specification of the probability density function,
see Lerner et al. (2013, 14–9) or Butts (2008, 161–3).
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Figure 1. Stratified Cox regression set up of a discrete-time event sequence. For each event in the event
sequence a risk set of all events that could possibly occur at said time t is defined which forms a stratum.
The risk set consists of true events, i.e., events that took place at time t , and null events, i.e., events that did
not occur at time t . Examples of risk sets, true events and null events are encircled in blue in the figure.

A stratifiedCox regression canbeused tomodel the e�ects endogenousor exogenous variables
have on the hazard rate. Figure 1 illustrates the basic idea behind a stratified Cox regression with
constant event times. For each distinct point in time the risk setD is formed, consisting of events
that occurred at said time point (true events) and event that did not occur (null events).
The main distinction of REMs to conventional survival models is the endogenous network

statistics thatareusedas independentvariables toexplain (togetherwithotherexogenous factors)
event occurrence. These endogenous statistics are calculated as time-varying covariates and
capture network patterns that are assumed to expedite event occurrence, i.e., they capture how
nodes react to changes in their surrounding network.
Endogenous network statistics are calculated for each true and null event over all past events

E = (e�; e�; : : : ; en ):

Gt = Gt (E ) = (A;B ;wt ): (3)

A weight functionwt can be applied to each past event in order to account for memory loss or
the general passage of time (Brandes, Lerner, and Snijders 2009; Lerner et al. 2013). For instance,
the weight function can use an exponential decay so that more recent events are given more
weight thanmore distant events:

wt (i ; j ) =
X

e :ae=i ;be=j ;
te<=t

‘we ‘e
−(t−te )

�
ln(�)
T�=�

�
ln(�)
T�=�

: (4)

Theweight functionwt sums over all past events e , i.e., events that occurred before the current
time t and that consist of a sender i (with ae denoting this specific sender involved in an event
e ; i = ae ∈ A), a target j (j = be ∈ B ) and occurred at time te ;we can be included if events are
not considered of equal importance and weighted accordingly. Each past event is exponentially
weighted by how long ago the event took place (t − te ). The half-life parameterT�=� can be used to
adjust the down-weighting of the event, with a larger half-life indicating slower rate of decay and
therefore giving less weight to the passage of time (Lerner et al. 2013).
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The weight function wt is used in the calculation of endogenous network statistics l , such as
sender activity for instance:

lsenderActivity(Gt ; a; b) =
X
j ∈B

wt (a; j ): (5)

The statistic captures to what extent actor a ties to b at time t because a has been active in the
(recent) past on di�erent target nodes j .
Di�erent network configurations, such as triadic or four-cycle closure, homophily e�ects or

endogenous similarities, can be translated into the REM framework and adapted to heed the
timing of events.
However, model specification can pose a challenge for two distinct reasons. First,

operationalization of theory-basedmechanisms into endogenous network statistics is not always
straightforward (see for instance Leifeld and Brandenberger 2019) and is further complicated by
the addition of the temporal dependencies, which add another layer of complexity. Second, if
these operationalization problems can be overcome, it is di�icult to know from the estimated
models themselves, whether network dependencies have been capturedwell by the endogenous
network statistics included in the model. Butts (2008) stresses the importance of capturing all
network dependencies among the events in the event sequence in the form of endogenous
network statistics to receive unbiased estimates. If some endogenous network statistics are
neglected, other statistics may be over- or underestimated and lead to faulty interpretations of
results.
Oneway to overcome these challenges ofmodel specification is through appropriate goodness

of fit tests. The next section addresses shortcomings of conventional goodness of fit statistics and
proposes an alternative way of assessing fit via simulated event sequences. These goodness of fit
tests from simulated sequences can be used to assess whether the specifiedmodel terms capture
the network characteristics adequately. And more importantly, these goodness of fit tests can be
used to figure outwhichnetworkdependencies are currently notmodeled su�iciently so that they
can be included in future models and prevent biased estimates.

2.2 REMs and goodness of fit statistics
REMs only produce unbiased estimates if they fully capture the endogenous network formation
processes (Butts 2008, 168). In other words, if a dynamic network is theorized to include some
form of network closure, an appropriatemodel term capturing this closure needs to be controlled
for to ensure other model terms are not over- or underestimated. To fulfill this requirement for
complete capture of endogenous processes in the event sequence, goodness of fit statistics are
helpful in guiding model term selection andmodel specification.
Oneway of examiningmodel fit is to calculate receiver operating characteristic (ROC) curves or

PR curves (Davis and Goadrich 2006). While these tools are helpful for evaluating cross-sectional
network analyses or dynamic network analyses using snapshots of networks over time (Leifeld,
Cranmer, andDesmarais 2018), theydonot farewellwithREMs. Theproblem lies in the calculation
of the precision, or positive predictive value. Precision is defined as the fraction of selected events
from the risk set that actually occurred in the specified stratum (i.e., true positives divided by the
sumof truepositives and falsepositives). Sinceeach stratumonly representsonemicro-step in the
dynamic network, the precision value may be too restrictive. Take for instance a dynamic model
where sender activity is one of the dominant traits. At time t = �, sender i� engages in target j�.
At time t = �, sender i� then engages in target j�. At time t = �, sender i� then engage in target
j�. The precision value calculates the power of the model by checking how many events can be
correctly identified per stratum, i.e., per unit of time. Since both events are relatively similar and
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Table 1. Terminology for simulated and original events.

Risk set

True event Null event

Original event sequence Original true event Original null event
Simulated event sequence Simulated true event Simulated null event

close together in time, the precision value can be low because its calculation does not allow for
small temporal errors, i.e., selecting (i�, j�) at time t = � instead of (i�, j�).
Furthermore, PR and ROC curves do not give any indication onwhether network dependencies

have been captured in a satisfactoryway. This holds true for other forms of fit parameters, such as
the Bayesian information criterion (BIC). Both goodness of fit statistics can give no information on
whether endogenous patterns in the data are su�iciently controlled for. Additional goodness of fit
statistics for REMs are necessary to check network dependencies, the timing of events as well as
predictive power of the model.

2.3 Predicting subsequent events
One way of examining model fit is to create artificial event sequences based on a specified REM.
The approach mirrors the goodness of fit tests used in Exponential Random Graph Models (and
temporal extensions thereof; see for instance Hunter, Goodreau, and Handcock 2008 or Hunter
et al. 2008) in the sense that new event sequences are simulated and compared to the original
event sequence. Comparisons of the timing of events as well as whether or not other network
dependencies have been captured well can be tested using such simulated sequences. For the
sake of clarity, Table 1 disentangles nomenclature for true and null events for the original and the
simulated sequences. Simulated true events refer to newly predicted events in the simulation and
original true events refer to events in the original data set.

input : Network of past eventsGt (E )
output: New event sequence Esim starting at time t i until t s (where s denotes the

number of simulated strata)

1 for i ← � to s do
2 define the risk setDt i for the stratum at t i ;
3 calculate endogenous network statistics l based onGt (E );
4 determine the number of events di (fixed for all i or dynamic);
5 calculate baseline hazard ßh�(t i ) forDt i using Equation (6);
6 calculate survivor probability ßSi (t i ) for every event inDt i using Equation (7);
7 sample k events from � − ßSi (t i ) to determine simulated true events in the new

stratumDt i ;
99 while k > di do
10 randomly select one event in Ek and toggle it (set to null event);
11 end
12 append new stratumDt i toGt (E );
13 end

Algorithm 1: Procedure for predicting relational events

A simple procedure is proposed here to simulate new relational event sequences (see
Algorithm1)andeachstep is explained inmoredetailsbelow.Theproposedprocedurecanbeused
for continuous-time (or exact-time) event sequences as well as for ordinal-time event sequences.
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Step 1: Prediction setup. Relational events can be predicted either as within-sample or out-of-
sample predictions. For within-sample predictions, a REM is fitted over the full range of the event
sequence. For the prediction the original event sequence is then cut at a distinct stratum and
subsequent events are simulated from there onandare later compared to the subsequent original
event sequence. Forout-of-samplepredictions, aREM is fittedoveraportionof theevent sequence
and new predictions are appended to the fitted portion of the data. The simulated sequences are
later compared to the excluded sample.

Step 2: Defining the risk set for the new stratum and calculating endogenous network statistics. In
order topredict next events, newstrata have tobebuilt. The stratumrepresents all possible events
that can occur at a given point in time. Depending onwhether or not the event sequence presents
as time-dependent, the strata can be either static (i.e., the same for each prediction round) or
dynamic (changing for each prediction round). A dynamic risk set or strata is necessary for event
sequences where events can only occur at specific points in time or where events can only occur
once over the entire event sequence. For instance, a member of Congress a can only sign their
support for a bill b once. This action cannot be repeated and should therefore not be included in
the risk set in the following stratum if the event occurred in the present stratum (for an overview
over dynamic and static risk set definitions, see Brandenberger 2018b).
A�er the new stratum is defined, endogenous network statistics (and time-varying covariates)

need to be calculated. These endogenous statistics depend on all past events, so whenever new
events in a stratum are predicted, these simulated true events (i.e., the newly predicted events in
the simulation, see Table 1) will subsequently a�ect all other events as they become part of the
network of past eventsGt .

Step 3: Defining the number of events. In order to calculate survivor probabilities, the number
of events di (also known as the number of deaths in survival analysis terms) has to be defined.
The overall mean number of events per stratum can be used to define di or a moving average
can be defined to allow for more dynamic event occurrence. It is important to note that over- or
underestimating the number of events does not a�ect the calculation of the survivor probability
much (see Table 2 in Section 3).

Step 4: Calculating the baseline hazard for the strata.
The baseline hazard in a Cox model is defined as

ßh�(t i ) =
diP

j ;t j ≥t i exp(xj ß� )
; (6)

where di is the number of events that occur at t i for sender i , xj is the covariate vector and �
the estimated coe�icients of the model. The baseline hazard is constant for all events in a given
stratumand is thereforenot relevant for the estimationof the coe�icients. It canbeused, however,
to calculate survivor probabilities (Cox and Oakes 1984, 107).

Step 5: Calculating the survivor probability for each event in the stratum.Theprobability of an event
surviving to the next point in time is defined as

ßSi (t ) = ßS�(t )exp(xi
ß� ); (7)

where ßS�(t ) = exp(−(
P
j ;t j ≤t

ßh�(t j ))).
This survivor probability reflects the probability that an event does not occur at time t . It is

calculated for each event in the stratum and determines whether or not an event is likely to occur
or not.

Laurence Brandenberger ‘ Political Analysis 561

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 E

TH
-B

ib
lio

th
ek

, o
n 

23
 M

ar
 2

02
0 

at
 1

2:
45

:3
1,

 s
ub

je
ct

 to
 th

e 
Ca

m
br

id
ge

 C
or

e 
te

rm
s 

of
 u

se
, a

va
ila

bl
e 

at
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e/

te
rm

s.
 h

tt
ps

://
do

i.o
rg

/1
0.

10
17

/p
an

.2
01

9.
10

https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/pan.2019.10


Figure 2. Illustration of event prediction at t = �. The risk set for t = � is specified. For each event in the risk
set the endogenous network statistics are calculated. Using the specified model, the baseline hazard (with
di = �) and survivor probabilities are calculated. The event with the lowest survivor probability ismost likely
to occur next (arrow width and event opacity).

Figure 2 illustrates prediction steps 4, 5, and 6 with a simple example sequence. Assume you
have an event sequence with three event days and would like to predict an upcoming event
at t = � (for instance to check out-of-sample prediction by holing back the stratum at t� and
comparing it to the simulated sequence later). First, the risk set has to be defined for t = �. Here,
events can be repeated, so the risk set is defined as broad as possible, with sender s × t ar get s .
Next endogenous network statistics are calculated for all events in the new strata (with half-life
parameter T�=� = �). The baseline hazard is calculated using Equation (6). In the example in
Figure 2 the baseline hazard with di = � is ßh�(t�) = �:��� (see Supplementary Information
(SI) Online for details on the calculations of this example). The survivor probability can then be
calculated for each event in the stratum. The model (t = � to t = �) is specified to include
sender activity and target popularity. The relational event (i�; j�) has a high senderActivity
and a high targetPopularity. In a model perpetrated positively by sender activity and target
popularity, this event is chosen to be the most likely to occur next. Event (i�; j�) has to lowest
survivor probability ßS(i�;j�)(t�) = �:� (i.e., a 30% probability of occurring at t = �).

Step6:Predictnewevents.Newevents canbeselectedbysampling fromthestratumandweighting
events with their probability to survive to the next time unit. To keep the number of events in
check, the sum of all true events should be monitored (see lines 9–11 in Algorithm 1). Since the
strata are added to the event sequence, allowing for more than the specified number of events di
can cause the prediction of the next stratum to spin out of control.

Step 7: Append stratum to the event sequence.At the endof eachprediction round, the stratumwith
the newly defined simulated true events is appended to the event sequence and a new prediction
cycle starts again. As such, newly simulated events are used to predict subsequent events and so
forth. Theappended stratum is incorporated into thenetworkof past eventsGt for the subsequent
strata. This ensures that the sequence evolves beyond simple one-shot predictions. Instead,
dynamic sequences are simulated.
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Figure 3. Coe�icients from simulated sequences (bold lines) compared to the specified coe�icients (dashed
lines). The first 50 strata contain 200 random true events. All subsequent events are based on the prediction
procedure and coe�icients from an artificial Cox model.

2.4 Predicting subsequent events from random events
A simulation test is used to check whether the presented procedure for simulating event
sequences is feasible. Given a network of 20 unique sender nodes and 30 unique target nodes, a
randomevent sequence is generated using 50 event days. The resultant 30,000 events (�� ·�� ·��)
were randomly sampled into true events (i.e., deaths, di ) and null events. 200 true events are
assigned.
From this baseline, new events were simulated based on an artificially specified REM. The

model included inertia, activity, popularity and four-cycle e�ects. The coe�icients for these terms
were chosen exogenously. The simulation is run over 1950 strata (resulting in 2000 strata in total).
A�erward, conditional logistic regressionswere run over di�erent portions of the simulated event
sequence to determinewhether the coe�icients from the simulated sequence reflect the specified
coe�icients (see SI Online for additional information).
Figure 3 indicates that a�er around 500 strata, the models start to stabilize around the

specified coe�icients. The simulation test reveals that the prediction procedure can replicate
event sequences based on a specified REM.

3 Illustrative Application: Predicting Statements in a Policy Debate
The following section provides a demonstration of how the prediction procedure can be used to
assess goodness of fit of REMs. Predictions are based on two stratified Coxmodels and compared
to each other as well as to random sequences. Di�erent goodness of fit tests are presented to
evaluate the simulated sequences.1

3.1 Data andmodels
The example is basedondata fromapolicy debate. Each event represents a statement a particular
organization (sender mode) made and got recorded in the press on how best to resolve the
financing problem of the German pension system (Leifeld 2016). These proposed policy solutions

1 All replication materials are available at the Political Analysis Dataverse site (Brandenberger 2018a).
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Table 2. Correlation matrix of survivor probabilities with di�erent definitions of number of events (di ).
Survivor probabilities are calculated for the stratum at t = ���. The choice of di does not a�ect survivor
probabilities much. Correlations of survivor probabilities with di�erent baseline hazards are all close to 1.
Please refer to the SI Online for further details on the calculation of the correlation matrix.

Nevent s 10 9 8 7 6 5 4 3 2

10 1
9 0.9998 1
8 0.9992 0.9998 1
7 0.9982 0.9991 0.9998 1
6 0.9966 0.9980 0.9991 0.9998 1
5 0.9945 0.9963 0.9979 0.9990 0.9997 1
4 0.9917 0.9940 0.9960 0.9978 0.9989 0.9997 1
3 0.9884 0.9911 0.9936 0.9957 0.9975 0.9989 0.9998 1
2 0.9843 0.9875 0.9905 0.9932 0.9955 0.9974 0.9988 0.9997 1
1 0.9797 0.9833 0.9868 0.9899 0.9928 0.9953 0.9973 0.9988 0.9997

were hand-coded and represent the target mode. The events in the sequence are weighted by a
stance dummy, representing agreement for or opposition with a proposed policy solution. The
case study as well as the REM are presented in full in Leifeld and Brandenberger (2019).
The data presents an ideal example of the use of REMs to examine micro-dynamics in a

social system. Exact- or ordinal-time event sequences o�er rich insights into how nodes react
to changes in their network. However, they also pose a challenge as theoretical constructs
have to be operationalized at the micro-level for fine-grained mechanisms have to be defined
to test them. In their paper, Leifeld and Brandenberger (2019) show that REMs can be used
to test endogenous coalition formation through policy learning mechanisms. Several policy
process theories address the importance of policy learning for coalition formation (see for
instance Sabatier and Jenkins-Smith 1993); however, none of them o�er concrete insights into
how learning takes place (i.e., the mechanism behind it). Leifeld and Brandenberger (2019)
operationalize learning as closing four-cycles, where policy solutions are gradually picked up by
a focal organization if other nodes in the network, with whom the focal organization has shared
policy solutions in the past, postulate them. Similarly, organizations learn from their opponents
by repeatedly rejecting solutions they advocate. These twoendogenous learning e�ects are tested
using the German pension financing debate as a case study.
A full model and a reduced model are presented here from which within-sample predictions

aremade. Figure 4 reports the results of bothmodels. The full model contains four-cycle statistics
that represent learningmechanisms inpolicydebates (for additional details, please refer to Leifeld
and Brandenberger 2019). The reducedmodel only contains control variables with inertia, sender
activity and target popularity as endogenous network statistics.
Even though the four-cycle learning e�ects show positive e�ects in the REM (see Figure 4), it is

unclear by how much they improve the predictive fit of the model or if they are even necessary
to capture the endogenous process in the debate sequence. For theory-building purposes, the
proposed goodness of fit tests can be used to assess the impact of the learning mechanisms in
explaining the temporal and network structure of the debate.
The data contains 6,704 statements, made over the course of nine years (1993–2001) and

were manually coded from 1,842 newspaper articles using tools from discourse network analysis
(Leifeld 2017). The sender mode contains of 245 organizations and the target node contains 69
policy solutions (for additional information on the data, see Leifeld 2016).
In order to test the fit of the twomodels, within-sample predictions were made and compared

to the original sequence. 1,000 distinct event sequences were simulated starting at stratum
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Figure 4. Results of the stratified Coxmodel on event occurrence. Events correspond to political statements
organization made during the German pension debate. Endogenous network statistics are used to capture
temporal patterns of interactions in the debate. The full model contains four-cycle statistics to capture
learning patterns among organizations. (Note: AIC full model = �����:��, AIC reduced model = �����:��.
Mc-Fadden pseudo −R� is �:�� and �:�� for the full model and the reducedmodel, respectively. Estimations
based on 6044 true events and 877,811 null events.)

t = ��� (representing event date March 26, 1999) and ending at stratum t = ��� (representing
event date September 29, 1999).2 The risk set for the prediction was defined by all sender–
target combinations that were voiced throughout the entire debate Dact (t ), resulting in a strata
containing ���� events from which next events were selected based on their survival probability.
The number of events di were set to di = � based on the average number of events occurring
between t = ��� and t = ��� (mean number of events per stratum = �:�). The choice of di barely
a�ects the calculation of the baseline hazard and by extension the survivor probabilities. Table 2
holds the correlations between survivor probabilities of events in a stratum based on di�erent
numbers of events di . All correlations are close to 1 (seeSIOnline for additional information). 1,000
event sequenceswere simulated forboth the fullmodel and the reducedmodel. Additionally 1,000
event sequences were generated based on a random selection of di events per stratum.

3.2 Temporal prediction error
In a first goodness of fit test the timingof simulated events is examined. If themodel has predictive
power, the simulated true events should be closer to the original true events than the simulated
null events. This would indicate that the simulation chooses events to occur next that are more
closely related to the temporal position of the original true events.
Figure 5 shows density plots of the time between simulated (null and true) events and original

true events, i.e., the temporal prediction error. Comparing the distributions and overall means of
the temporal prediction error for simulated true events between the two models reveals by how
much the model improves if endogenous four-cycle statistics are included.
Figure 6 reports the temporal prediction error for simulated true events only (i.e., excluding

null events). Themean temporal prediction error for the fullmodel is ���:��days. For the reduced
model, the error is ���:��. Comparing the twodistributions andmeans to the temporal prediction
error of fully random sequences allows an assessment of how themodels perform compared to a
randombaseline. Themean temporal prediction error of the random sequence is ���:�� days and
reflects the temporal prediction error of the simulated null events. All in all, the calculations show
that four-cycle statistics improve the model drastically.

2 Please refer to the SI Online for additional information on how the number of simulations a�ect the prediction results.
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Figure 5. Goodness of fit assessment of the full model through timing of simulated events. The temporal
prediction error is calculated by the di�erence between the original true event and the simulated (true and
null) event. For the full model, the mean temporal prediction error for simulated true events is ���:�� days
and ���:�� days for simulated null events. For the reduced model, the mean temporal prediction error for
simulated true events is ���:�� days and ���:�� days for simulated null events.

3.3 Precision of event prediction with tolerance
In a second goodness of fit test, the accuracy of simulated events is examined. For each simulated
stratum, the simulated true events are compared to the original true events to check if the original
true events have been predicted. Matching senders, targets or sender–target combinations can be
evaluated.Toensure that thepredictionsarenot judged too restrictively, as isdone in theprecision
measure, a tolerance can be introduced. The tolerance can check whether simulated true events
are located within a particular time span.
Figure 7 reports the results of the event matching test. Next to exact matching, correct

predictions within a tolerance of 5 days and 10 days are reported as well. The comparison to
the random sequence is useful if the risk set is made up of conditional events, i.e., events that
occurred at least once over the sequence instead of all possible sender–target combinations. The
random sequence provides a baseline against which themodels can be checked. For instance, the
randomsequencepredicts 10%of all its sendernodes (exact timing). The reducedmodel increases
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Figure 6. Temporal prediction error of simulated true events for the full and reduced models as well as for
random sequences. The temporal prediction error is calculated by the di�erence between the original true
event and the simulated true event. Mean temporal prediction error of the full model is ���:�� days, ���:��
days for the reducedmodel and ���:�� days for the random sequence.

Figure 7.Goodness of fit assessment througheventmatching. Thebar chart showsbyhowmuch the reduced
and full models improve the prediction of senders, targets and sender–target combinations vis-à-vis the
randomly predicted sequence. Confidence intervals are based on 1,000 simulated sequences.

the matching outcomes to 17.3%. Including four-cycles, however, does not improve prediction of
sender nodesmuch compared to the reducedmodel (17.6%). If a tolerance of 5 event days is used
to evaluate matches, the full model improves slightly over the reduced model. Over 50% of all
sender nodes are predicted correctly with the reduced and the full model with a tolerance of 5
event days.
Looking at the prediction of target nodes shows that the inclusion of the four-cycle statistics

slightly increases the correct prediction of target nodes. Even though the full model reaches
almost 70% correct target nodes (with a tolerance of 10 event days), it is important to note that
the random sequence is able to get 62% of all targets with the same tolerance. A comparison to
random sequences is helpful for event sequences where events repeat themselves.
Most importantly, the specified REM should be able to predict both sender and target nodes

together, i.e., the full relational event. Prediction success is low for both the reduced and the

Laurence Brandenberger ‘ Political Analysis 567

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 E

TH
-B

ib
lio

th
ek

, o
n 

23
 M

ar
 2

02
0 

at
 1

2:
45

:3
1,

 s
ub

je
ct

 to
 th

e 
Ca

m
br

id
ge

 C
or

e 
te

rm
s 

of
 u

se
, a

va
ila

bl
e 

at
 h

tt
ps

://
w

w
w

.c
am

br
id

ge
.o

rg
/c

or
e/

te
rm

s.
 h

tt
ps

://
do

i.o
rg

/1
0.

10
17

/p
an

.2
01

9.
10

https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/pan.2019.10


Figure 8. Goodness of fit assessment through event matching. The bar chart shows how large the tolerance
has to get until the model reaches 50% correct event (sender–target combinations) predictions. The lower
the tolerance, the better the model fit. Confidence intervals are based on 1,000 simulated sequences.

full model (compared to the random sequence) if exact matches are examined. Increasing the
tolerance by 5 days increases prediction by a factor of seven (for the full model). Finding 10% of
all events within a 10 day span (plus–minus 5 days) is a remarkable feat, since the risk set contains
1,916 unique events and a total of eight events at themost are chosen for each simulated stratum.
Alternatively, event matching can be used to examine how wide the tolerance has to be set

to reach 50% correct prediction of sender–target events (see Figure 8). This is useful to quickly
compare di�erent model specifications, as well as models using alternative risk set definitions or
half-life parameters in the time-weighting of past events.

3.4 Checking endogenous network structures
Whilst temporal prediction errors and event matching are useful for comparisons of di�erent
model specificationsandestablishingwhichmodel termsshouldbe included in themodel, neither
canestablish if networkdependencieshavebeencaptured fully, asneeded for theREMtoestimate
unbiased coe�icients.
Figure 9 shows network characteristics captured by the simulated sequences compared to the

original sequence. The original event sequence and 1,000 simulated sequences are aggregated
into a cross-sectional network snapshot (using all events between event days 700 and 800). As
is done with other network models when checking fit (Robins, Pattison, and Woolcock 2005;
Hunter et al. 2008; Cranmer et al. 2017), di�erent network characteristics are calculated based
on these snapshots, such as degree distributions (for bothmodes separately). If the REM is able to
capture endogenous processes well, then the simulated sequences should reveal similar network
characteristics as the original sequence does. In Figure 9, the degree distributions (for the sender
and target mode) of the original event sequence are depicted in a bar chart. Degree distributions
are then calculated for the 1,000 simulated sequences and plotted as box plots (to show the
variation between the di�erent simulations) on top of the bar chart. Comparing the original and
simulated degree distributions shows that the fit is not perfect; yet both models show some
congruence with the original degree distributions (with the full model performing slightly better
than the reduced model; see le� two panels in the top row of Figure 9). Adding the four-cycle
statistics helpedalign thedegreedistributions of bothmodes. The k-star distributionof the sender
mode is slightly overestimated by the REM, though less so in the fullmodel. The k-star distribution
of the target mode as well as dyad-wise shared partner distributions and geodesic distances are
capturedwell in the fullmodel and slightly less so in the reducedmodel. All in all, themodel-based
simulations are able to capture network properties fairly well.

4 Discussion
Relational event models are a powerful tool for longitudinal network inference. These models
are able to model temporal patterns from theoretical concepts and test them on sequences of
relational events.However, toensure theestimatedmodelsdonot su�er frombiases,model fit has
to be assessed thoroughly. Without goodness of fit assessment, the interpretation of the results
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Figure 9. Goodness of fit assessment through comparison of network characteristics. The bar chart
represents the distributions from the aggregated network of events between event day 700 and 800 of
the original event sequence. The box plot corresponds to the distributions captured in the model-based
simulations. The fullmodel capturesdegreedistributions fairlywell, slightly overestimates k-star distribution
of the sender mode and yields passable results for k-star distributions of the target mode, dyad-wise shared
partner and geodesic distance distributions.

warrant little attention as they may not capture the evolving properties of the relational event
sequence properly. Furthermore, by evaluating the contribution of individual model terms to the
model’s predictive power as well as to the improvement of capturing network dependencies,
new insights can be gained on the importance of the model term. As REMs are o�en run on
large data sets, model terms almost always exhibit some e�ect on event occurrence. However, by
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closely examining the contribution of the model term to the model’s fit, the term’s importance
can be judged more accurately. This is particularly important in cases where the REM serves
an exploratory function and tries to operationalize theoretical constructs that have never been
empirically tested before. By gauging the importance of these new model terms, these newly
operationalized micro-dynamics can also be used for theory-build purposes (e.g., by comparing
two alternative operationalizations of a theoretical construct and comparing their individual
impact onmodel fit).
This paper proposes adapting tools from survival analysis to generate model-based

simulations. A simple simulation procedure is presented that uses survivor probabilities to
simulate new events. Most importantly, these simulated new events are then used to predict
additional events, forming a simulation of a dynamic event sequence based on a previously set
REM.
By repeating these simulations multiple times a bushel of simulated event sequences can be

used to check model fit by comparing them to the original sequence. Three distinct goodness of
fit tests were presented in a real world data example. The first test captures temporal prediction
error and checks whether simulated true events are chosen in close temporal proximity to their
original true event. The second test evaluates whether the simulated true events match the
original true events, i.e., checks theprecisionof themodel. By allowing a temporal tolerance in the
calculation of the precision, the precision measure can be relaxed to accommodate the dynamic
and endogenous network properties of the relational event sequences. A third goodness of fit
test evaluates the network properties that the simulated event sequences entail and compares
them to the properties found in the original sequences. This goodness of fit test is adapted
from cross-sectional network models, where the comparison of network characteristics from
the original network to simulated networks is a standard procedure in evaluating the fit of a
cross-sectional network model (Hunter et al. 2008; Cranmer et al. 2017).
These model-based simulations can be used to assess parameter specifications by evaluating

whether endogenous network statistics are specified su�iciently to reproduce network
dependencies and structures in the original sequences. If network dependencies are not
reproduced su�iciently well, these goodness of fit tests o�er concrete help as to which aspect of
the network dependencies are underdeveloped in themodel. For instance, if the original network
exhibits strong tendencies toward triadic closure and the simulated sequences cannot reproduce
them, a model term measuring triadic closure should be added to the REM to improve model fit.
These model-based simulations can be further used to compare di�erent model specifications,
such as alternative ways of risk set definitions or checking which half-life parameter in the
calculation of endogenous network statistics best fits the data.
There are some limitations to the presented procedure that future research should address.

Themost important limitation is the computational burden that the simulation procedure evokes.
There are four variables that influence the computational burden: first, the size of the respective
risk set; second, the length of time of the simulated sequence; third, the starting position of the
simulation in the original event sequence; and fourth, the complexity of the REM, i.e., the number
of endogenous network statistics and their complexity. For every event in the risk set, endogenous
network statistics have to be calculated. These calculations can be computationally intense if the
network of past events Gt is large. While some computations of endogenous network statistics
are fairly simple (e.g., inertia), others requiremore time (e.g., four-cycles). Future research should
examine the e�ects of sampling on the calculation of endogenous network statistics and the REMs
itself. Sampling from the risk set, for instance, could alleviate some of the computational burden
in the simulation process as well.
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